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Abstract

We study the predecessor search problem in the classical PRAM model of computation. In this problem,
the input is a set of n `-bit integers and the goal is to store the input in a data structure of size S(n) such
that given a query value q, the predecessor of q can be found efficiently. This is a very classical problem with
an extensive history.

We prove a lower bound for this problem in the strongest CRCW PRAM model. A simplified version of
the lower bound states that in a K-processor PRAM model with O(logn)-bit registers, the query requires
Ω(logK logn) worst-case time under the realistic setting where the space is near-linear.

1 Introduction

We study the problem of predecessor search in the classical parallel RAM (PRAM) model. The problem asks to
construct a data structure for an ordered set X from a universe U , such that for any query q ∈ U we can find
efficiently the predX(q) = max{x ∈ X|x ≤ q}. This is one of the fundamental and well-studied data structuring
problems (e.g., see [1,12]). In this paper, we are interested in the parallel version of this problem, i.e., the fastest
way to answer a query when using multiple processors.

Our research is motivated by at least three different other lines of research. To start with, let us consider
the very classical problem of merging two sorted lists. Observe that if the predecessor query can be answered in
(parallel) time t(n) using K processors, then we can merge two arrays A and B, each of size n, in time O(t(n))
using K · n processors (assuming the data structure can be built quickly). The merging problem is settled in
the comparison-based setting: in the concurrent-read exclusive-write (CREW) PRAM model, merging can be
completed in O(log log n) time and O(n) work, i.e, using n

log logn processors [9, 15] (which is also optimal [4]).

However, what is perhaps even more interesting is that integers consisting of O(log n) bits can be merged in
O(log log log n) time [2]. Ignoring some technicalities, this essentially relies on the observation that for n integers
from a polynomial universe, it is possible to perform predecessor search in constant time using O(log n) processors.
Contrast this with the sequential predecessor search solution, which takes O(log log n) time, e.g., using the van
Emde Boas tree data structure [16]. In other words, it is possible to improve the sequential query time by a log log n
factor by using exponentially more (log n) processors. If it were possible to achieve the same improvement by
using only log log n processors, then merging could be potentially done in O(log log log log n) time.

This observation that the query time of predecessor search queries can be improved by a factor f at the cost
of spending 2f computational resources, has been used in at least three different research directions. We will
mention two more examples of it shortly but it should be clear that there is motivation to explore whether such
“wasteful” trade-off is the best possible.

Yet, despite its classical nature, to the best of our knowledge, there are no known lower bounds for the
predecessor search problem in any version of the PRAM model with concurrent read capabilities. In this paper, we
show that any data structure for the predecessor search problem on n integers, each consisting of at most ` = c log n

bits (for a constant c > 1), that uses at most S(n) = αn words of space requires Ω
(

logK

(
(ĉ−1) logn

logα+logK+logw

))
time on a K-processor PRAM model with word size of w bits and ĉ = min(2, c). This bound holds even for the
strongest concurrent-read, concurrent-write (CRCW) PRAM model. In what follows, we briefly review the prior
work and also mention two additional motivations for studying this problem.
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1.1 The Motivations and the Prior Work The predecessor search problem has a very long history. Here
we only review the most relevant results and refer the reader to a recent survey [12]. In the classical comparison-
based model, the problem holds no mysteries as it can be solved optimally with any of the balanced binary search
data structures in Θ(log n) time, even dynamically.

The problem is certainly more interesting in the word-RAM model, which is also the setting that we consider
here. In this model, the machine is equipped with registers of size w bits, the input integers have ` bits and they
are from a universe of size U (meaning, ` ≤ logU). In the static version of the problem, Pătraşcu and Thorup [13]
completely solved the problem by giving four different possible trade-offs for the problem, depending on the range

of the various parameters involved. The two most often used ones are Θ(logw n) and Θ
(

log
(

`−logn
log(α)+logw

))
. The

latter bound simplifies to Θ(log log n) under the natural assumptions that space is near-linear and ` = c log n for
some constant c. Thus, the static version of the problem is considered completely settled. There are still some
gaps in the bounds for the dynamic settings but here we only focus on the static version of the problem and refer
the reader to a recent survey [12] for more details on the dynamic problem.

The results by Pătraşcu and Thorup cover the lower bound side (with minor tweaks to the existing data
structures to fit them for some corner cases of the parameters). On the upper bound side, the classical solutions
include van Emde Boas trees [16,17], x-fast and y-fast tries [18], and fusion trees [8].

In the PRAM model, even in the basic comparison-based model, the solutions to the predecessor search
problem are more complicated than in the sequential setting. In the EREW PRAM model, comparison-based
predecessor problem can be solved in the optimal Θ(log(n/K)) time. In the CREW PRAM model, this improves
significantly to O(logK n) time [14]. These results can be combined with the x-fast and y-fast tries, in a relatively
straightforward way to obtain data structures. In particular, by using x-fast tries, it is possible to obtain a

data structure with O(logK(log n)) query time for CREW PRAM and with O
(

log
(

logn
K

))
query time in EREW

PRAM. By using y-fast tries and hashing (assuming a static data structures), the space can be reduced to linear
and the query time can be made deterministic.

To the best of our knowledge, outside the comparison-based model, and the aforementioned straightforward
combination of known techniques, the predecessor search problem has not received the same attention in the
PRAM model as in its sequential counterpart. The notable exception is the related O(log log log n)-time integer
merging solution [2] mentioned earlier. While the solution does not cite the x-fast or y-fast tries, the techniques
are remarkably similar.

When using x-fast tries (or y-fast tries) one simultaneously probes all the ` nodes in the root-to-leaf path in
the data structure to answer the predecessor query. This exponentially increases the number of probed memory
cells at the cost of making parallel probes or “non-adaptive” probes. This phenomenon has received additional
attention in the following two other lines of work.

Non-adaptive data structures. Non-adaptive data structures have received some attention recently, e.g.,
see [10] for motivations and some discussion of the prior work in the area. A data structure is called non-adaptive
if the memory locations that the querying algorithm needs to probe only depend on the given query value and not
on the contents of those memory locations. On the other hand, in an adaptive one, the query algorithm might
have to read a different memory cell depending on the contents of the previously read ones.

The non-adaptive variant of the predecessor search problem has been studied in the (sequential) Word-RAM

model [3,10,11]. The current best lower bound for the predecessor problem in this setting is Ω
(

`−logn
log(S(n)/n)

)
[10].

The power of non-adaptability has also been discovered independently in the context of RAM with Byte
Overlap (RAMBO) model. More specifically, we refer to RAMBO with Yggdrasil memory layout [5,7], where all
the values along a root-to-leaf path in a tree are assumed to be accessible in constant time due to the byte overlap
(presumably implemented in the hardware). It has been observed that under this model, a lot of query problems
can be answered in constant time [5].

PRAM: Bridging adaptability and non-adaptability. Both ideas of non-adaptivity and byte-overlap
(RAMBO) have strong connections to the PRAM model. They are also motivated by the practical consideration
(e.g., RAMBO) that parallel (non-adaptive) memory accesses are faster than the adaptive ones. PRAM model
generalizes both. In other words, it is natural to ask what happens with K ≤ ` processors, i.e., what happens if
we allow the query to be answered in t adaptive rounds where in each adaptive round we can do K simultaneous
(non-adaptive) memory probes? For the concrete case of answering predecessor queries, this brings up the
natural question of whether there can be a better trade-off than “exponential” between computational power and
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increasing non-adaptability.

1.2 Our Results In this paper, we consider the predecessor search problem in the CRCW PRAM model of
computation. First, we observe that getting the lower bound of Ω(logwK n) is almost trivial: Replace the space

of the data structure with
(|S(n)|

K

)
cells of size Kw by including every choice of K cells out of |S(n)| available

cells. Now, the PRAM query algorithm can be simulated by a single processor with word-size Kw and thus we
can obtain a lower bound of Ω(logKw n) via previous results [13].

This trick cannot work at all for polynomial universes since blowing up the space by a polynomial factor
will make the problem trivial. Due to this, we focus on the case when logU = c log n for a constant c.
We show that using K processors and S(n) = αn words of space, answering predecessor queries requires

Ω
(

logK

(
(c−1) logn

logα+logK+logw

))
worst-case time.

On the technical side, we first simplify the previous approach [13] by applying a more direct attack and
second, we use new ideas to overcome the challenges of proving lower bounds for K processors. To do this, we
need to pay attention to the pattern of memory accesses across different processors in the same time unit. This is
critical, since we essentially want to prove that with K processors, the query time can only improve by a factor of
logK, meaning, it is very important that we exploit that fact that the K memory accesses are done at the same
time. This is done by employing new strategies when it comes to “publishing memory cells”.

2 Preliminaries

Our lower bound works in the general cell probe model [19]. We assume that we have an algorithm A such that
given any input of n values, it produces a data structure D that uses S(n) space. The data structure can answer
any predecessor query in Q(n) time and we would like to lower bound Q(n).

2.1 Extension to the PRAM model To prove our lower bound the model also needs to take into account the
existence of multiple processors. We assume a machine with K processors that are synchronized, with a constant
number of registers of size w bits each. At each unit of time, the processors can access K memory cells (we allow
concurrent reads and thus some of the reads could overlap). Each memory cell also stores w bits. Additionally,
we allow the processors infinite computational power as well as infinite communication power; this in turn implies
that the contents of the memory cell read by a processor are immediately available to all the other processors for
free. Note that this is a very strong assumption and as we mentioned in the Introduction, a running time of t in
this model implies t rounds of adaptive probing where at each round we probe K cells non-adaptively.

2.2 Notations We assume we have a universe of size U where U = nc for a constant c > 1. The input values
are n integers from the universe and we assume they are ` ≤ logU bits long. We use the term input value to
refer to an (` bit long) integer in the input. We use the term query to refer to any integer q ∈ [U ]. Thus, queries
are logU bits long. We assume we have a CRCW PRAM with K processors. These processors are synchronized,
meaning, at each time step each processes can select a different memory cell to read or write independent of
all the other processors. We assume the processors are equipped with a constant number of integer registers of

w ≥ logU bits long. We will prove a lower bound for data structures that use S(n) space. Let α = S(n)
n .

A bit range is an interval I ⊂ [`] which corresponds to a contiguous range of bit positions in an input integer.
We will need some terminology to refer to the various bit positions within these `-bit values. The bit positions
are labelled left to right from 1 to `, meaning, the bit position 1 is the most significant bit value and the bit
position ` is the least significant value. A bit position i is said to be to the left (resp. right) of I if i is smaller
(resp. larger) than all the values in I. The prefix of I (resp. suffix of I) corresponds to all the bit positions to
the left (resp. right) of I. The inclusive prefix of I includes the prefix of I as well as all the bit positions in I.

Finally, we will use the following basic combinatorial result.

Lemma 2.1. Let A be a universe of size N and let K ≥ 1 be a fixed integer. Let B be the set of all subsets of
size at most K of A (i.e., B includes every S such that S ⊂ A and |S| ≤ K), and let X ⊂ 2B. If every S ∈ X
contains at least T mutually disjoint subsets, for some parameter T , then there exists a subset H ⊂ A of size

|H| = O

(
N
(

log |X |
T

)1/K)
, such that for every S ∈X there exists a subset τ ∈ S such that τ ⊂ H.
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Proof. Let H be a random sample of A, chosen by sampling each element of A with probability p =

(C log |X |/T )
1/K

, where C > 0 is a constant of our choice. For S ∈ X and a subset τ ∈ S, we say τ is
fully sampled if τ ⊂ H. This happens with probability p−|τ | ≥ p−K . If S contains at least T mutually disjoint
subsets, then the expected number of subsets that get fully sampled is at least TpK = C log |X |. Then, by
choosing large enough C, the Chernoff bound implies that we will be hitting every subset S with probability at
least 1 − 1/|X |2. The claimed number of sampled elements follows from the application of the union bound.

2.3 Basic Concepts in Information Theory We will also use the following basic concepts from information
theory. These can be found in any introductory course on the subject, e.g., [6].

Given a random variable X with distribution µX ,, the entropy of X, denoted by H(X) is defined as

H(X) = −
∑
v

µX(v) log2 µX(v)

where µX(v) is the probability of X = v. For two random variables X and Y , the joint entropy H(X,Y )
is defined similarly with respect to the joint distribution. The conditional entropy H(X|Y ) is defined as
H(X|Y ) = −

∑
v µY (v)H(X|Y = v). Finally, the mutual information between X and Y , denoted by I(X;Y )

is defined as I(X;Y ) = H(X) +H(Y )−H(X,Y ). The relative entropy or Kullback-Leibler divergence between
two probability distributions µ1 and µ2 is denoted by DKL(µ1 || µ2) and it is defined as

DKL(µ1 || µ2) =
∑
v

µ1(v) log(µ1(v)/µ2(v)).

Note that this requires µ2(v) to be non-zero.

Lemma 2.2. The entropy has the following properties.

� I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X).

� If X is a function of Y when H(X,Y ) = H(Y ) and H(X|Y ) = 0 and I(X;Y ) = H(X).

� If X and Y are independent then H(X,Y ) = H(X) +H(Y ) and I(X;Y ) = 0.

� I(X;Y ) =
∑
v µX(v)DKL(µY |X=v || µY ).

� H(X,Y |Z) ≤ H(X|Z) +H(Y |Z).

3 A Predecessor Lower Bound

In this section we prove our main result. Before going forward, let us quickly summarize the main challenges
in adapting the techniques by Pătraşcu and Thorup [13] to the PRAM model. They use a probe elimination
approach that shows that by publishing a certain subset of the data structure, one can simulate a (small) subset
of queries in such a way that it causes a contradiction if the query time is too fast. They use different strategies
to publish memory cells that involve randomly sampling as well as publishing cells that are most often used. In
the PRAM model, we have K processors and thus all the probes made at a time step must be eliminated at
the same time. However, the different processors can have very different memory access patterns (i.e., they can
be very “entangled”) and this requires new ideas as the original strategies for publishing memory cells no longer
work. An additional challenge is that the probe elimination of Pătraşcu and Thorup is indirect.

We use a more direct approach that involves first building a random distribution of difficult inputs. Then,
we follow a round-elimination approach, in the spirit of the previous proofs. Another modification that we make
is to allow for different queries to have their probes eliminated at different stages. This approach enables us to
generalize the lower bound argument to the PRAM setting, although, the overall line of attack is similar: we
publish some cells (using some new ideas) and published bits can be used by the data structure for free. This
allows us to eliminate probes in the data structure. Eventually, we will arrive at a situation where “few” cells
have been published but a lot of probes have been skipped. Thus, if the query time was too fast, then most
queries can be answered by only looking at the published bits. But since there will be too few such bits it’ll be
impossible to differentiate some of the remaining queries using only the published bits, with this contradiction
implying a lower bound on the number of probes for some of the queries.
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3.1 Input Construction We need to construct n bit strings of size `. The bits in these bit strings are not
created at the same time; they are created in a number of steps. The details are as follows.

At the beginning of the i-th step, we have the following situation. The n input values are distributed into a
number, ti, of sub-problems. In each sub-problem, we have to construct ni = n

ti
values. Each sub-problem S is

associated with a bit range RS that we call defining bit range of S and a fixed value v assigned to the prefix of
RS . This sub-problem S is tasked with creating ni bit strings such that they all have the same value v assigned
to the prefix of RS , and that all the ni bit strings are distinct within the bit range RS . For this latter point to
be possible, the construction needs to maintain an invariant that

|RS | ≥ log ni.(3.1)

We will verify that this invariant is maintained throughout the construction. During each step, we apply some of
the following operations. The construction terminates when we reach a certain base case.

Operation one: Splitting. Consider a sub-problem S with its defining bit range RS . Given a parameter
x, the splitting operation is the following. S is replaced by 2x sub-problems each tasked with creating ni

2x values.
The x most significant bits of the j-th sub-problem are used to encode j and this encoding is placed at the x
rightmost bit positions of the bit range RS . The defining bit range of the j-th sub-problem is obtained from
RS after removing the x rightmost bit positions. It is easy to see that this operation preserves the construction
invariant.

Operation two: branching. Consider a sub-problem S with ni values and a defining bit range RS . Given
a parameter b, the interval RS is divided into b equal-sized sub-intervals, R1, · · · , Rb. Then, one sub-interval Rj
is chosen uniformly at random to be the new defining interval and the prefix of Rj within RS is filled with a
random bit string. The new sub-problem is tasked with creating ni values, same as S. Thus, this operation can
be seen as reducing the size of RS to its random sub-interval. To preserve our invariant, we need to ensure that

log ni ≤ |RS |
b .

The base case and the queries. The construction terminates when there is not enough bits left in the
defining range of S, i.e., RS has too few bits. In this case, we simply create ni distinct random values within RS .
For each created value q, we set the bits in the suffix of RS to zero. If RS has T bits of suffix, then we create
2T queries, one for each possible choice of the T bits and we call these matching queries of q. We consider the
worst-case query among all these queries.

In particular, given a fixed input I, which results in a data structure D, we will be publishing some of the cells
in D in a step-by-step fashion. We use Pi to denote the set of published words, with pi being their number. We
use I and Pi to denote random variables that correspond to the random input generated and the set of published
words at the i-th step, respectively.

Parameters of the construction. The parameters of the construction are set up to make the later probe
elimination work. Here, we describe the details of the construction but also mention a few things about the future
arguments where we establish our publishing strategy. We assume ` = c log n where c is a constant. Initially,
we start with one sub-problem, with a defining interval of size ` that will create n values and we have p0 = 0,
meaning, no published words. For simplicity, we assume 1 < c ≤ 2 (if c is a larger constant, we simply ignore the
larger universe and work with a universe of size n2).

To initialize, we apply the splitting operation with parameter (2 − c) log n; if c = 2, then we skip this
initialization step. Otherwise, this creates t0 = n2−c sub-problems of size n0 = nc−1, each with a defining interval
of size `0 = c log n− (2−c) log n = (2c−2) log n. The point of this initialization is to make sure that `0 = 2 log n0.
Then, we begin our step-by-step construction and at each step, we first apply branching and then splitting.
Generally speaking, at the beginning of the i-th step, we have ti−1 sub-problems where each sub-problem is to
create ni−1 = n

ti−1
input values and each sub-problem S has some defining range of size `i−1; the defining ranges

of the sub-problems have the same length but they could be at different bit positions.
Assume that we would like to show a lower bound for a data structure that uses S(n) words. Define

δi = (αni)
K

K+1 and di = δiti. At step i, first we apply branching with parameter 4K and then we apply
splitting with a parameter such that the number of sub-problems increases to δ1+λi tiw

5K, where λ > 0 is some
fixed constant to make the construction work.

Observation 3.1. There exist constants λ > 0 and ε > 0 such that we can iterate the construction for

γ = ε logK( (c−1) logn
logα+logK+logw ) steps. In addition, once the recursion stops, each sub-problem has at least
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nγ = n(logn)
ε

points.

Proof. Observe that initially, we have t0 sub-problems of size n0 each with a defining range of length `0 and we
have n0 = 2`0/2. We also have δ0 = (αn0)K/(k+1) and d0 = δ0t0.

In the next step (after applying branching one and then splitting once), the number of sub-problem increases
to t1 = δ1+λ0 t0w

5K and in general, we have ti+1 = δ1+λi tiw
5K and δi = (αni)

K/(K+1), ni = n
ti

. This gives a
recursion for ni+1:

n

ni+1
= (αni)

(1+λ) K
K+1

n

ni
w5K.

We can set λ such that (1 + λ) K
K+1 = 1− β for some constant 1

2 > β > 0 and this solves to the following:

ni+1 =
nβi

α1−βKw5
.

We get a similar recursion for ti. The only subtlety is that there should be enough bits in the defining ranges
to allow the branching operations to work. For this, observe that it is sufficient to set λ to a constant such that
β ≤ 1

8K .
To bound the depth of the recursion, observe that the recursive definition of ni solves to

ni =
nβ

i

0

αO(1)KO(1)wO(1)
,

implying the claimed bound for a choice of ε > 0.

3.2 Publishing Strategy Our publishing strategy is a deterministic strategy that given an input I will produce
a list of words from the data structure. However, this will be done in a step-by-step fashion and also ultimately,
we will look at the whole picture, taking our random choices during the input generation into account.

Let µI be the distribution of inputs defined by our construction; note that the only source of randomness
is the branching operation. We assume that we have a deterministic algorithm A and we would like to lower
bound its query time. This is done as follows: first, we generate an input I ∈ I according to our distribution.
Then, this input is given to A which produces a data structure D. To determine the published bits, we follow the
step-by-step procedure by which I was generated and at step i, we will publish a set Pi of the words of the data
structure. Pi will be a collection of pairs of the form (a, v) where a is a memory address and v is the value of the
memory location; this means that a has O(log n) bits and v has w bits. The effect of this operation will be that
on average (over the random choices of the construction), a lot of the queries will now require one fewer probe
(across all of the processors). We use random variable Pi to denote the published words, which is a function of
the random variable I.

Consider the i-th step just before the branching operation. By assumption, Pi−1 is already determined in
the previous step (P0 = ∅). Consider a query q and its simulation. Observe that as long as all K simultaneous
memory accesses belong to Pi−1, we can simulate the query using the published words only. Let us assume that
for some query q, for the first τ units of time, all memory accesses belong to Pi−1 but at the next time unit, at
least one of the memory cells to be accessed lies outside Pi−1. In this case, we say that q has simulation time
τ and we call the tuple of memory cells that lie outside Pi−1 the first unpublished probe (FUP) of q; FUP is
represented as the tuple of all the cells that lie outside Pi−1.

To describe our publishing strategy, we need one more concept. Let R be a bit range and v be a fixed value
assigned to the bit positions in the inclusive prefix of R. Then, a segment s(R, v) is the set of all `-bit values
that can be obtained by assigning values to the suffix of R (i.e., filling in the remaining bit positions). For a
sub-problem S with the defining bit range RS , a segment s(RS , v) is called a basic segment. For a fixed S, the
prefix of RS has already assigned a fixed value and thus S has 2|RS | many basic segments. The next definitions are
with respect to our branching operation done on S which divides RS into b sub-intervals, R1, · · · , Rb. Consider
two segments s = s(Rj , v) and s′ = s(Rj′ , v

′), for 1 ≤ j′ < j. If s is contained in s′, meaning v′ is a prefix of v
then s′ is a super-segment of s and the latter is a sub-segment. If j′ = j − 1, then s′ is the parent segment of s
and the latter is a child segment.

Consider a segment s = s(R, v). We define a hypergraph G(s) based on the pattern of memory accesses of
the K cores. The vertex set of G(s) is the set of memory cells in the data structure. Fix a simulation time τ . We
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will build different hypergraphs for different values of τ . For every query q of simulation time τ , add its FUP as
a hyperedge to G(s). Each query adds at most one edge and also the edges have cardinality at most K. Given a
set of vertices H, we define GH(s) as the subhypergraph of G that is obtained after removing H from every edge
in G(s). Also, recall that a matching in a hypergraph is a set of disjoint edges. For a given set H of vertices, let
M be a maximum matching in GH(s). If M contains more than δi edges, then we call s a dense segment (wrt
H). If there are at most δi unique memory cells among all the memory accesses in G(s), then we call s sparse.
Otherwise, s is unsuitable.

Next, we more precisely establish the nature of the set H in the definition of dense graphs. For this, we will
assign a frequent set to each segment s(Rj , v) in a top-down fashion. Consider a segment s(R1, v). If the segment
is dense or sparse (wrt to the empty set), then its frequent set is the empty set, otherwise, let M be a maximum
matching in G(s). Then, we assign M as the frequent set to s(R1, v). This assigns frequent sets to all the top-level
segments. Now consider a segment s = s(Rj , v) with j > 1. Let s′ = s(Rj−1, v

′) be the parent of s and let H ′ be
the frequent set assigned to s′. We consider the graph GH′(s) and a maximum matching M in it. If M contains
more than δi edges, then s is said to be dense and we set the frequent set of s to be H ′. If there are at most δi
different memory cells in GH′(s), then s is sparse. Otherwise, s is unsuitable and we define the frequent set of s
to be H ′ ∪M .

Observation 3.2. Consider the notation in the above paragraph. Let K ′ be the maximum cardinality of the edges
in GH′(s

′). Then, the edges in GH′∪M (s) have at most K ′ − 1 vertices.

Proof. Any maximal matching in GH′(s) intersects all of its edges as otherwise we can add one more edge to the
matching. Thus, removing M from GH′(s) will reduce the cardinality of all the edges. The lemma then follows
from the observation that s is a child of s′ and, therefore, every edge in G(s) also exists in G(s′).

Corollary 3.1. Consider a sequence of b segments s1 = s(R1, v1), · · · , sb = s(Rb, vb) such that si is a child of
si−1. Then, there can be at most K − 1 unsuitable segments in this sequence.

Proof. After encountering an unsuitable segment, we remove a maximum matching from the hypergraph of the
memory accesses which by Observation 3.2 causes the cardinality of edges of the hypergraphs defined by the
subsequent segments to decrease by at least one. After K − 1 such steps, we will have edges with cardinality one
in which case we have essentially vertices, i.e., the unsuitable case cannot happen.

What we publish depends on what the branching operation does at step i. For every value of τ , we consider
the aforementioned hypergraphs. Now assume that the operation for a sub-problem S has chosen the segment
s = (Rj , v). In this case, we publish all frequent cells assigned to s. Next, if s is sparse, we publish all possible
memory accesses in FUP of s. Since there are ti = n

ni
sub-problems, in total we publish at most δitibK log n

words, over all choices of τ , and taking into account that each frequent set has size at most bK memory cells.
This can be upper bounded by δitiw

4K. If s is dense, then we use Lemma 2.1 with N = S(n), and all the FUPs
of all the queries of simulation time τ over all the sub-problems, with T = δi. This means we publish at most

O
(
S(n)δ

−1/K
i

)
words which is also upper bounded by δitiw

4K, given the choice of our parameters.

3.3 Probe Elimination The following observation gives an alternative view of the branching operation.

Observation 3.3. Consider a sub-problem RS in which RS is divided into b sub-intervals R1, · · · , Rb. The
distribution created by the branching operation is equivalent to the following: Choose a basic segment s uniformly
at random among all the basic segments of S. Then consider the sequence of b segments s1 = (R1, v1), . . . , sb =
(Rb, vb) which are the unique ancestors of s. Then, choose a random segment sj uniformly at random among
them.

We now briefly explain the main intuition behind the probe elimination. We claim that combining
Corollary 3.1 with the above observation, we should be able to eliminate a probe. Consider the view in
Observation 3.3. The main intuition is that a random matching query can also be selected by first sampling
the base segment s. If the chosen segment sj is sparse, then it follows that the FUP of q is published. The same
happens if sj+1 is dense. So the only case when q doesn’t get its FUP published is when sj is dense and sj+1 is
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sparse or sj is unsuitable. But this event happens with probability 1/4. Thus, on average each probe will have
its FUP published with some constant probability. We will make this intuition precise, however, to be able to
define the FUPs and, consequently, the hypergraphs above, we need to fix a set of published words Pi. But they
depend on the entire input I! To fix this issue, we will use the fact that the number of sub-problems is far greater
than the number of published bits before the branching operation. We formalize this below.

Consider the beginning of the i-th step where we have ti sub-problems. Let S1, · · · ,Sti be the random
variables that represent the final values generated in each sub-problem. In our construction, each Si is built using
a distribution µSi

(which are all identical) as outlined by the original statement or an equivalent view of it by
Observation 3.3. However, what we are interested in is µSi|Pi=Pi

for a fixed choice of published words Pi, i.e., we
are looking at a conditional distribution.

To prove the probe elimination lemma, we will first assume that FUPs are given (or in fact, they are fixed
to be some choices) and that we are dealing with the original distribution µSi . Next, we will show that as the
number of sub-problems vastly exceeds the number of published bits, the distributions µSi|Pi=Pi

and µSi
are

often very close (they have very small Kullback-Leibler divergence) and, thus, we will show that the analysis goes
through with small changes in the constants involved.

Consider a fixed input I and let v be an input value. Among all the matching queries of v, pick one uniformly
randomly and let the random variable r(v) denote this randomly chosen query. Let r(v) be the corresponding
random variable for the random variable v. We would like to show that our publishing strategy makes progress
in eliminating probes with respect to r(v), i.e., with constant probability, at every step we eliminate one probe.
Expressing this requires dealing with some technicalities, so we need additional definitions and observations.

Let Ci−1 be the random variable that represents the choices of all the branching operations from step 1 to
i − 1. Let Ci−1 denote one particular outcome of Ci−1. Consider the step i of our publishing strategy. Observe
that segment s = (RS , v) that is a base segment at the start of the step i of the construction might not be a base
segment at the end of this step because the defining interval will shrink and we will have different sub-problems.
Nonetheless, s will be contained in some other base segment s′. To capture the progress at step i, we define the
random variable X(r(v)) as follows. Consider the event that r(v) = q for some fixed value q and Ci−1 = Ci−1.
The latter event, determines the base segment s that contains q. Let τ be the designated maximum simulation
time of a query in s. Define X(q) = 1 if the there exists a query q′ in s′ such that q′ has designated simulation
time of τ and its designated FUP is included in Pi. Otherwise, X(q) = 0.

Our main lemma is the following.

Lemma 3.1. Conditioned on the event that Ci−1 = Ci−1,
∑

v E[X(r(v))] = Ω(n) where the summation is over
all the n (random) values v in the input.

Proof. We simply need to show that E[X(r(v))] = Ω(1) and the claim will follow by the linearity of expectation.
Consider the event that r(v) = q for a fixed value q. We first claim that E(X(q)) = Ω(1).

To see this, consider the sub-problem S with bit range RS that contains q. RS is divided into smaller intervals
R1, · · · , Rb, according to the branching operation. Consider a base segment s of RS that contains q and consider
the sequence of b segments s1 = s(R1, v1), · · · , sb = s(Rb, vb) such that si is a child of si−1 and they are all
super-segments of s. By Observation 3.2, the branching operation can be viewed as a process that makes two
random choices: the first choice involves selecting a base segment uniformly at random, followed by the second
choice that involves selecting its ancestor segment uniformly at random. Crucially, we claim that the conditional
distribution of the second choice on the event that r(v) = q is still uniformly random among all the indices 1 to b.
To see this, observe that all the bit positions in q are either filled deterministically (via the splitting operation),
or filled uniformly at random via either the branching operation or the selection of a random matching query; in
other words, all the big positions in RS that are not determined by the splitting operation are filled uniformly at
random and the second choice of branching operation is independent from the event r(v) = q.

Let j be the random variable that represents the second choice of the branching operation. The event j = j
is a good event in two cases: (i) sj is sparse, or (ii) j < b and sj+1 is dense. Under this good event, we can see
that the lemma follows: If sj is sparse, then by our publishing strategy, we will be publishing all the designated
FUPs of all the queries with simulation τ in sj , which includes all the queries in s and thus X(r(v)) = 1. For
the second case, observe that sj+1 will be the base segment s′ (in the definition of X) that contains s but also in
this case, due to Lemma 2.1 we have published the FUP of at least one query with simulation time τ from sj+1

which shows in this case X(r(v)) = 1.
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Thus, it remains to calculate the probability of the above good event. Observe that if a segment sj is sparse,
then all the subsequent segments sj+1, . . . , sb are also sparse. This means there can be at most one index j′ such
that sj′ is dense but sj′+1 is sparse. For all the other non-sparse indices, we can have at most K − 1 unsuitable
segments by Corollary 3.1. This implies that the probability that a good event does not happen is at most K/b
which proves the lemma.

The above lemma is essentially the probe elimination lemma. However, we need to get rid of a technical
problem where the published bits give the data structure information about the future operations. At the
beginning of step i, we have a set Pi−1 of published words and the FUPs and the simulation times are defined
with respect to those. In other words, we do not have “designated” FUPs and simulation times and they in fact
depend on the random variable Pi−1, the published words; the event Pi−1 = Pi−1 for a fixed choice of Pi−1 is
what enables us to define these terms. However, we show that if the number of sub-problems is significantly more
than the number of published words, then the data structure has essentially no useful information about most of
the individual sub-problems, most of the time.

Consider the event Ci−1 = Ci−1 for a fixed Ci−1 and observe that this determines the ti sub-problems and
their defining ranges. Let I = (S1, · · · ,Sti) be the random variable that describes the final input generated, i.e.,
Si represents ni input values in the i-th sub-problem. These depend on the choices in steps i and beyond. Here,
we refer to the properties of the entropy function in Lemma 2.2. The independence of the sub-problems implies
that H(I) =

∑
j H(Sj) and since Pi−1 is a function of I (as our publication strategy is deterministic),

H(I,Pi−1) = H(I) =
∑
j

H(Sj).

We now observe that∑
j

I(Sj ;Pi−1) =
∑
j

H(Sj)−H(Sj |Pi−1) = H(I)−
∑
j

H(Sj |Pi−1) ≤ H(I)−H(S1, · · · ,Sti |Pi−1)

= H(I)−H(I|Pi−1) = H(Pi−1) ≤ (w + logS(n))|Pi−1| = O(w|Pi−1|).

We can observe that according to our parameters, ti = ω(w|Pi−1|). Thus, for at least 0.9ti indices j we have that
I(Sj ;Pi−1) = o(1). Then it follows that∑

Pi−1

Pr[Pi−1 = Pi−1]DKL(µSj |Pi−1=Pi−1
|| µSj

) = o(1).(3.2)

Consequently, with probability at least 0.9, we have that DKL(µSj |Pi−1=P || µSj ) = o(1), i.e, most often the
distribution µSj |Pi−1=Pi−1

is very close to µSj
. The proof of our main result relies on the following technical

lemma.

Lemma 3.2. Let µ1 and µ2 be two distributions such that DKL(µ1 || µ2) = o(1). Let G be a series of “good”
events such that µ2(G) = 0.5. Let µ1(G) = c1. Then, c1 ≥ c for some constant c > 0.

Proof. Let λ = DKL(µ1 || µ2). By the definition of the Kullback-Leibler divergence we can write:

λ =
∑
x

µ1(x) log

(
µ1(x)

µ2(x)

)
=
∑
x

µ1(x) log(µ1(x))−
∑
x∈G

µ1(x) log(µ2(x))−
∑
x6∈G

µ1(x) log(µ2(x)).

Observe that given any values 0 < a1, a2, b < 1, the function f(x) = a1 log(b−x)+a2 log(x) is maximized when
a1
a2

= b−x
x which in turn implies that a1 log(b1)+a2 log(b2) when b1+b2 is restricted to be fixed is maximized when

a1
a2

= b1
b2

. Let c2 = 0.5, c2 = βc1 and 1− c2 = γ(1− c1) which implies γ = 1−c2
1−c1 . Since Prµ2 [G] = c2, by repeatedly

applying the above observation it follows that the two latter sums
∑
x∈G µ1(x) log(µ2(x))+

∑
x 6∈G µ1(x) log(µ2(x))

is maximized which in turn implies λ is minimized when for each x ∈ G, we have µ2(x) = βµ1(x) and for x 6∈ G,
we have µ2(x) = γµ1(x). With these values, we can obtain that
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λ ≥
∑
x

µ1(x) log(µ1(x))−
∑
x∈G

µ1(x) log(µ1(x))−
∑
x∈G

µ1(x) log(µ1(x))−
∑
x∈G

µ1(x) log(β)−
∑
x∈G

µ1(x) log(γ)

= −c1 log(β)− (1− c1) log(γ) = −0.5

β
log(β)− (1− 0.5

β
) log(γ).

Observe that as β increases, the first term − 0.5
β log(β) converges to zero, γ converges to 0.5 and thus the term

(1− 0.5
β ) log(γ) converges to two. Thus, c1 ≥ c for some constant c > 0.

We are now ready to prove our main result:

Theorem 3.1. The predecessor search problem on an input of n integers of length ` = c log n bits, for a constant

c > 1, has a worst-case query lower bound of Ω
(

logK( (ĉ−1) logn
logα+logK+logw )

)
for data structures that use S(n) ≤ αn

words of space in the K-processor CRCW PRAM model with word size of w bits and ĉ = min(2, c).

Proof. Before proceeding with the proof, let us quickly recap the arguments so far. Let us assume that we are
trying to produce a worst-case query lower bound for data structures that use S(n) = αn space.

We outlined a construction which defines a distribution µ(I) on the inputs. It is a step-by-step construction,
which defines the least significant ĉ log n bits of the input integers. At step i, some parts of the bit range of the
input integers are filled in and the construction is run for γ steps.

We generate one random input I from this distribution which is given to the algorithm which leads to a data
structure D.

Given D, our publishing strategy follows a similar step-by-step approach used in the construction of the input
and produces a sequence P1, P2, · · · , Pγ where each Pi is a list of published memory cells.

Then, for every input value v ∈ I, we select a random query, q = r(v), among all the matching queries of v.
We follow the base segments that contain q and find the query with the maximum simulation time, with respect
to Pi−1, i.e., the steps of the computation that fully lie within Pi−1. In particular, at step i, we find the base
segment si that contains q and then within that base segment, we find the query qi with the largest simulation
time, say τi, in si. Let Xi(q) = 1 denote the event that the base segment containing q in step i+ 1 contains query
with a larger simulation time than τi; note that at step i + 1 the simulation time is considered with respect to
Pi+1.

To analyze this, we consider not just a fixed input I but the entire random process. In particular, we consider
the random variable Xi(r(v)) over the random choices of the construction, a random query v and selection of the
match query of v, r(v). Let Yi =

∑
vXi(r(v)). Yi represents for how many input values we advance during the

simulation.
Now consider the choices for steps 1 to i − 1 represented by Ci−1. By the law of total probability, we can

write
E[Yi] =

∑
Ci−1

E[Yi|Ci−1 = Ci−1] Pr[Ci−1 = Ci−1]

where the summation is over all possible values Ci−1. Here, we would like to use Lemma 3.1 and argue that this
summation is bounded by Ω(n) but Lemma 3.1 assumes that we are dealing with designated FUP and simulation
times and that the branching operation makes fully random choices, which is clearly not the case here. Observe
that the event Ci−1 = Ci−1 determines the sub-problems in the step i. As before, let S1, · · · ,Sti denote the
values in these sub-problems. We decompose the sum based on the sub-problems. Let Wi,j =

∑
v∈Sj

Xi(r(v)).

Observe that Yi =
∑
jWi,j . We once again use the law of total probability but this time on all possible published

words in step i− 1.

ti∑
j=1

E[Wi,j |Ci−1 = Ci−1] =
∑
Pi−1

ti∑
j=1

E[Wi,j |Ci−1 = Ci−1,Pi−1 = Pi−1] Pr[Pi−1 = Pi−1].

Previously, we have proven that for 0.9ti indices j, Eq. (3.2) holds. Call these indices good. Also, assuming
Pi−1 = Pi−1, allows us to define FUP and simulation times for all queries. These are now used as the designated
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simulation times and FUP in Lemma 3.1. By Lemma 3.1, given the designated FUPs and simulation times and
assuming that we are allowed to use the distributions µSj

, the maximum simulation time of each query is about
to increase by probability at least 1− b/K = 3/4, or Ω(n) queries in expectation over all the n queries in all
the sub-problems. By Markov’s inequality, there exists a constant ε such that with probability 1/2, at least εn
queries increase their maximum simulation time. Take this as the “good” event in Lemma 3.2. As µSj |Pi−1=Pi−1

is very close to µSj , it follows by Lemma 3.2 that this good event has probability Ω(1) under the distribution
µSj |Pi−1=Pi−1

. This shows that

ti∑
j=1

E[Wi,j |Ci−1 = Ci−1] ≥
∑
Pi−1

∑
good j

E[Wi,j |Ci−1 = Ci−1,Pi−1 = Pi−1] Pr[Pi−1 = Pi−1] = Ω(n).

Over all γ steps, we will be simulating the n queries for Ω(nγ) probes, in expectation. If the worst-case
query time of the data structure is at most ε′γ, by a fixed positive constant probability, we will be able to
simulate a fraction of the queries. However, by the parameters of our construction, Observation 3.1, nγ is at least
polylogarithmic, meaning, tγ ≤ n

logO(1) n
and also by the construction, tγ is larger than the number of published

bits. But as we can simulate Ω(n) using only the published bits, this leads to a contradiction.
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